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ABSTRACT The difference between the number of known protein sequences
and the number of protein structures is vast and comparative modelling of-
fers a way to bridge this gap. Misalignment between target and parent is
the largest cause of error in comparative modelling and we define SSMAs
(Sequence-Structure MisAlignments) as regions where sequence and structural
alignments do not agree.

We find that most SSMAs are short (< 10 residues) and that there is a
strong preference for starting and finishing an SSMA in an unstructured re-
gion or a turn. Neural networks were trained to identify regions of sequence
likely to be mis-aligned, first using single sequences to predict ‘alignability’ of
homologues with < 35% sequence identity and then combining predictions for
single sequences to predict SSMAs in an alignment of two sequences. Predic-
tions of SSMAs in single sequences had positive predictive values up to 89.1%
(MCC=0.798) while the alignment predictions had positive predictive values
92.9% (MCC=0.648).

In combination with a program to permute alignments, these networks
were applied to comparative modelling of sequences previously submitted to
CASP5. The average RMSD of these models improved by some 37% illustrat-
ing that the method is likely to be extremely valuable in improving alignment
for comparative modelling.

INTRODUCTION

The difference between the number of protein sequences held in GenBank[1] and
the number of protein structures held by the PDB (Protein DataBank)[2] is vast.
Only recently have high throughput methods started to be put in place to solve



1ap2A0 DIVMTQSPSSLTVTAGEKVTM

1igmHO Sequence alignment EVHLLESGGNL-VQPGGSLRL

1igmHO Structural alignment EVHLLESG-GNLVQPGGSLRL
$okokk

Figure 1: An example of an SSMA found between 1igmHO0 and 1ap2A0. The SSMA
is indicated with asterisks.

protein structure. Comparative modelling[3] offers a way to bridge the gap between
the number of sequences and structures.

Comparative modelling generally relies on knowing the structure of a homolo-
gous protein and using that as a template to build the structure of a protein of known
sequence but unknown structure. The process can be divided into seven major steps:
(i) identify homologous ‘parent’ structures to use in the modelling, (ii) align the tar-
get sequence with the parent or parents, (iii) identify structurally conserved regions
(SCRs) and structurally variable regions (SVRs), (iv) copy the SCRs from the par-
ent structure(s), (v) build the SVRs either by database search (e.g. SLoop[4, 5]) or
ab initio methods (e.g. CONGEN]I6]), (vi) build the sidechains[7, 8, 9, 10, 11, 12],
(vii) optimize (e.g. energy minimization or molecular dynamics using software such
as CHARMM][13] or NAMD(14]), evaluate (e.g. using PROSA II [15]) and refine
the model. Methods such as COMPOSER][16, 17, 18] and SwissModel[19, 20] au-
tomate these steps. Another popular and effective method is MODELLER|21, 22]
which combines stages (ili-vi) with optimization using restraints derived from the
parents. There are many other methods including 3D-JIGSAW/[23], FAMS[24],
ESyPred3D[25] and RAPPER|26].

However, the limiting factor in all these methods is obtaining the correct align-
ment. This is the most important stage of comparative modelling[27, 28], but
unfortunately, particularly at low sequence identity, it can be the most difficult to
get right. The sequence alignment one wishes to achieve is the alignment that would
be obtained by performing a structural alignment and reading off the resulting se-
quence alignment. This can often differ from the alignment obtained by performing
global[29] or local[30] sequence alignment.

There are numerous methods for performing structural alignment which often
differ in the precise details of their results (e.g. CE[31], SSAP[32], STRUCTALJ33],
DALI[34], MATRASI[35], VAST[36], SSM[37]). There are a number of different ways
to superimpose two or more protein structures and, if the proteins are not identical
or at least extremely similar in both sequence and structure, then there can be no
single optimal superposition[38]. For our purposes, we have chosen the alignment
produced by SSAP as the gold standard, ‘correct’ alignment.

Misalignment between a target and a parent sequence is the largest cause of er-
ror in comparative modelling. The most extreme types of misalignment (Misleading
Local Sequence Alignments, MLSAs) are areas of protein alignment where struc-
tural similarity is clear and where the optimal sequence similarity is substantially
higher than that seen in the structure alignment[39]. In other words, the sequence
alignment for a region is very clear, yet it does not match the structure-derived
alignment. We define less extreme misalignments, where the sequence and struc-
tural alignments do not agree, as SSMAs (‘Sequence-Structure MisAlignments’).
For example, Fig. 1 shows the sequence and structural alignment of a region from
1ligmHO and 1ap2A0 (a human and mouse antibody heavy chain variable region
respectively).

In their analysis of the CASP2 comparative modelling section, Martin et al.[27]
showed that there was a relationship between the percentage of correctly aligned
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Figure 2: The relationship between percentage sequence identity and the percentage
correct sequence alignment. Each pair of NReps in each CATH homologous family
has been structurally aligned by SSAP and sequence aligned using a Needleman
and Wunsch global alignment. The structural alignment is taken as the correct
alignment. Twelve outlying points have been removed after being identified as
occurring owing to errors in the CATH database.



residues and the sequence identity (Figure 2 of their paper). We have reproduced
that analysis using approximately 56,000 pairs of homologous protein domains from
CATH][40, 41], each of which was aligned on the basis of structure using SSAP and
on sequence using a Needleman and Wunsch sequence alignment[29]. Fig. 2 clearly
shows that if there is a high sequence identity between two sequences then the
sequence alignment is likely to match the structural alignment. However as the
sequence identity decreases, particularly below 30%, the accuracy of the alignment
decreases and can be completely different from the structural alignment. If we
can predict regions where mis-alignment occurs then we can hope to improve the
alignment in these regions and therefore improve the model.

MATERIALS AND METHODS

We used a dataset derived from the CATH[40, 41] database. Thus all analysis
is performed at the protein domain level as defined in CATH. For each homolo-
gous family in CATH, all pairs of near-identical sequence representatives (‘NReps’)
were aligned using SSAP and with the Needleman and Wunsch sequence alignment
algorithm. This produced a total data set of approximately 56,466 protein pairs.

Sequence alignment was performed using a local implementation of the Needle-
man and Wunsch algorithm[29] using the Dayhoff MDM78 matrix, a gap opening
penalty of 10 and an extension penalty of 2 (program NW, http://www.bioinf.
org.uk/software/nw/). Other matrices and alignment programs were also tested
and made only minor differences to the ability to replicate the structure-derived
alignment.

A program was written in Perl to compare all pairs of sequence and structure
alignments and identify regions where they differ (i.e. SSMAs). Secondary struc-
ture assignments were calculated using SSTRUC (Smith, D.K. and Thornton, J.M.,
unpublished) which is a modification of the DSSP algorithm[42]. The ‘bend’ and
undefined secondary structure classes (together with a very small number of 7-helix
residues) were treated as one ‘coil’ class. These data were stored together with the
SSMA assignments and the comparison of sequence and structural alignments is
summarized in Figure 2.

Expected frequency for secondary structure ¢ at the start (or end) of an SSMA
region was calculated as: A
Oia x> Ois

3" 044
where O; 4 is the observed number of residues with secondary structure i in the
whole dataset and O; s is the observed number of SSMA start (or end) residues
with secondary structure i.

Neural networks were implemented using the Stuttgart Neural Network Simu-
lator (SNNS)[43]. Training was always performed for 1000 cycles (early stopping
to avoid over-training) using a variety of parameters and training methods. The
RProp (Resilient back-propagation) training method[44] was found to work best,
generally using default parameters (09 = 0.1, ;e = 50.0, & = 4) and one or two
hidden layers of 20 nodes per layer. ‘Jogging’ of networks (adding a small random
number between —0.1 and +0.1 to each weight at each training epoch) was found
to help training by helping to avoid local minima.

Input to neural networks was encoded using a 20-dimensional binary
vector to represent each amino acid type (10000000000000000000 = Ala,
01000000000000000000 = Cys, etc.) and a 6-dimensional binary vector to
represent secondary structure (100000 = a-helix, 010000 = (-strand, etc.) Output
from the network consisted of two nodes to indicate whether the central residue

Ei .= (1)



was an SSMA (10 = No, 01 = Yes).

Outputs for the neural nets are not binary, but are a real value between 0 and 1.
Predictions for SSMA and non-SSMA were combined to give a confidence score, C,
where —1 indicates a non-SSMA and a +1 indicates an SSMA:

_ Py
C=2x (Py+Pn 0.5) (2)

where Py = predicted value for the position being an SSMA and Pn = predicted
value for the position not being an SSMA.
Results were evaluated using the Matthews’ correlation coefficient (MCC):

TPxTN—-FP xFN

MCC = 3)
/(TP + FN)(TP + FP)(TN + FP)(TN + FN)

and Positive Predictive Value (PPV):

TP
PPN = Tp T rp) )

where TP, TN, FP, FFN are the numbers of true positives, true negatives, false
positives and false negatives.

Receiver operating characteristic (ROC) curves[45, 46] were plotted varying the
confidence threshold for defining a positive prediction and confirmed that the default
cutoff of zero was the best choice (data not shown).

RESuULTS

ANALYSIS OF SSMAS

Fig. 3a shows the distribution of the number of SSMAs in protein domains. As the
figure shows, most comparisons do not show an SSMA; where SSMAs occur, there
tend to be only one or two such regions. Figure 3b shows the distribution of SSMA
lengths.

We analyzed the secondary structure of the start and end residues of each SSMA,
normalizing the results by the expected frequency of each secondary structure class
(a-helix, B-strand, 310-helix, turn, bridge, coil); see Methods. As shown in Fig. 4,
the majority of SSMA regions start and end in coils ((O/E)start = 2.31; (O/E)ena =
1.99) or turns ((O/E)start = 2.31; (O/E)ena = 1.99) and they are particularly
unlikely to start or end in a-helices((O/E)start = 0.4; (O/E)ena = 0.36). Other
classes are also dis-favoured. Considering all residues contained within an SSMA
region (rather than the first or last residues), a-helices, bridges, turns and coil are
somewhat favoured (O/E = 1.19,1.17,1.13,1.09, respectively) while -strands and
310-helices are somewhat dis-favoured (O/E = 0.86,0.94, respectively). This non-
random distribution of SSMAs in secondary structures suggested that this may be
an important factor to consider in predicting their location.

SEQUENCE ALIGNABILITY

Initially we examined sequences to determine whether they contained features which
determined their ‘alignability’ with relatively distant homologues (sequence identity
< 35%). The dataset of alignments was reduced to consider only the S35 ‘SReps’
from CATH (sequence representatives at the 35% sequence identity level) within
each homologous family. A neural network was trained using individual sequences
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Figure 3: Distribution of a) the number and b) the length of SSMAs within protein
domain alignments.
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Figure 4: Secondary structures of a) the first and b) the last residue in an SSMA
region. (C=coil; B=bridge; E=f-strand; G=31¢-helix; H=a-helix; T=turn). Data
are expressed as log(observed/expected) frequencies, such that values more frequent
than expected are positive and those less frequent than expected are negative.

Table I: Datasets used in training and testing the neural networks.

Dataset SSMA Non-SSMA Total
patterns patterns patterns

1 46380 45886 92266

2 46702 46181 92253

3 58070 47059 105129

4 46616 49354 95970

and their secondary structure assignments using a 9-residue window of amino acids
and secondary structure assignments.

The total dataset contained 226,812 SSMA residues and 27,981,951 non-SSMA
residues. With such large datasets, a program was implemented to select examples
at random for use in training and testing. Because the data are so heavily biased
towards non-SSMAs, a neural net trained with data in this ratio would do well by
predicting everything as a non-SSMA, so the selection program was designed to
create approximately equal numbers of SSMA and non-SSMA residues. The data
used for the neural networks are summarized in Table 1.

Because the dataset was large, jack-knifing or cross-validation was not necessary
— in addition to a training set, multiple separate large test sets could be created.
Training was performed on approximately 25% of the data (Dataset 1 or 5 of Ta-
ble I) while, for testing, the MCCs were averaged over the remaining 3 data sets
(approximately 75% of the data).

The best performing network, which had a double-hidden layer of 20 nodes
per layer and was trained using RProp with recommended settings, had a positive
predictive value (PPV) for SSMA prediction of 89.1% (MCC=0.798).
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Table II: Datasets used in the training and testing of neural networks for dual
sequence prediction.

Dataset SSMA patterns Non-SSMA patterns  Total patterns
1 53635 49787 103422
2 53356 50165 103521
3 52751 51078 103829
4 53264 49792 103056

DUAL SEQUENCE PREDICTION

The single sequence predictions suggested that there are intrinsic qualities of se-
quences which affect their ability to be correctly aligned. The next stage, there-
fore, was to try to use two sequences, aligned on the basis of sequence alone, to
predict which aligned residues would match the structural alignments. Given the
high quality of the initial ‘alignability’ networks, initial attempts to create a com-
bined network produced surprisingly poor results (best performance PPV=67.5%,
MCC=0.354, other data not shown). Therefore a different approach was taken,
based on the successful single sequence networks.

Each sequence was analyzed individually using the best network described above
to identify regions in the single sequences likely to be SSMAs. These predictions
were then combined using the alignment and fed into a second network to predict
the final SSMA locations (Fig. 5).

As before pattern files of approximately 100,000 9-residue windows were used
to train and test the networks with no overlap between training and testing sets
(Table II).

The best performing second-level network used RProp with recommended set-
tings, a single hidden layer of 20 nodes and a had PPV of 92.9% for prediction of
SSMAs with an MCC of 0.648. Another network had a somewhat higher average
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Figure 6: The SSMA predictions for the alignment pairing 1sluB2 and 1rtfB1.
Confidence is calculated as shown in Equation 2 and indicated as ‘.’ 0.2 < |C| < 0.4;
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MCC (0.703), but had a lower PPV of 85.1%.

As an example, the alignment between 1sluB2 (anionic N143H, E151H trypsin
complexed with A86H ecotin from Rattus norvegicus) and 1rtfB1 (two chain tissue
plasminogen activator from Homo sapiens) is shown in Fig. 6. The alignability
predictions were combined with the alignment using the first of the second-level
networks described above and confidence scores were calculated (see Methods).

Fig. 7a shows the percentage correct alignment scores for all the original sequence
alignments. Figure 7b shows the percentage correct alignment scores for those
alignments that the neural networks predicted as not containing any SSMAs. This
clearly indicates that those alignments predicted by the networks not to contain
SSMAs were, in general, correctly aligned.

APPLYING PREDICTIONS TO MODELLING

In order to apply the trained neural networks to improving the alignment between
protein sequences, a program was written to generate a variety of alternative align-
ments based on the predicted positions of the SSMA regions. The program initially
smooths the SSMA prediction data to remove predictions of single residue SSMAs
and merge SSMA regions separated by only one or two residues.

The program then splits the alignment into blocks of either predicted SSMA
regions or non-SSMA regions. Each SSMA block is then dealt with individually.
Firstly all gaps within the block are removed and the lengths of the remaining
sequences compared. If the lengths of each sequence are different then a suitable
length gap is reintroduced. The reintroduction of the gap is done at each possible
position within the block to create the initial variety within the SSMA block. Also,
when the lengths differ, a gap character from within the block may be chosen and
moved to a different position at random.

If the two protein sequences within the SSMA block are the same length, then
a gap is introduced at random in each sequence. This stage may be repeated for
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Figure 7: Distribution of the percentage correct alignment scores for a) all domain
pairs aligned on the basis of sequence, and b) alignments predicted by the neural
networks not to contain any SSMAs.
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Figure 8: Cleanup stages in generating alternative permuted alignments. a) Remov-
ing redundant gaps, b) Removing adjacent gaps ¢) Removing ‘unlikely’ alignments.

all the alignments previously created by the program. All the alignments are kept
from each stage so as to provide a wide variety of possible permutations.

This is followed by a clean-up stage in which unlikely or repetitious alternative
alignments for each predicted SSMA block are removed. Firstly any redundant
gaps where a gap is aligned with a gap are removed (Fig. 8a). Secondly adjacent
unaligned gaps are closed (Figure 8b). Thirdly permuted SSMA blocks with ‘un-
likely” alignments are removed. These have a lone non-terminal residue with a gap
either side as shown in Figure 8c. Any duplicate alignments are then removed. The
final stage is to merge each of the possible SSMA permutations with the original
non-SSMA blocks to produce the final selection of alternative alignments.

By altering the number of random permutations generated at each stage it is
possible to generate anything from a few tens of permutations up to several million.
Clearly the number of possible permutations is also highly dependent upon the
number and size of predicted SSMAs blocks, but the program guarantees that there
will be a good variety of alternative alignments.

In order to test the effectiveness of the permutation program, large scale testing
was done using the large dataset created from the SRep pairs within each H-family
of the CATH dataset. Since it would take a great deal of time to run the program
for each protein alignment of the approximately 20,000 that made up the dataset,
the permutation program was set to produce the minimum number of alternative
alignments.

The correct structural alignments were permuted and each permutation was
scored using the neural networks to see whether these could correctly select the
‘best’ of the permuted alignments (Fig. 9). These results should be compared with
Figure 7a. Again, it is clear that the alignments selected by the networks as having
the fewest SSMAs are generally accurate.

A more thorough test was then performed on a smaller data set, the sequences
provided for the CASP5 experiment[47]. We had previously generated alignments
and hand-modified these to build models (using MODELLER|21, 22]) for submission
to CASP5. These alignments were scored using the networks to predict SSMAs and
the alignments were permuted in these regions. The permuted alignments were
scored using the networks and the alignments predicted to have the fewest SSMAs
were selected. Models were built using MODELLER, based on these alignments.

The RMSD of the original models submitted to CASP5 together with RMSDs
of models generated with the alternative alignment generated by this protocol are
shown in Table IIT together with the mean RMSD for each group of models. As
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Table IIT: RMSD values of the CASP5 models created by the different methods of
protein alignment together with mean values®.

Target name Original model Permuted model
RMSD RMSD
T0130 9.97 8.96
T0130 15.26 9.97
T0133 12.35 9.24
T0133 12.22 8.91
T0137 1.02 1.06
T0142 3.49 2.96
T0149 17.28 6.35
T0149 17.03 7.19
T0149 17.40 7.01
T0150 2.70 2.75
T0150 2.66 2.10
T0153 5.34 6.55
T0153 5.37 6.59
T0154 6.95 6.14
T0154 6.85 4.10
T0155 6.03 2.23
T0160 7.26 3.30
T0160 6.83 2.53
T0160 7.16 2.61
T0167 4.80 5.72
T0171 9.20 5.91
T0171 9.66 5.83
T0179 5.45 2.47
T0179 5.48 2.30
T0182 1.42 1.31
T0184 3.86 3.88
T0188 2.32 2.21
Mean RMSD 7.61 4.82
Mean best RMSD 6.15 4.26
Mean worst RMSD 6.58 4.53

%For a number of targets, multiple models were created. These differed in the
alignments that were created by manual adjustment of alignments resulting from
global sequence alignment. Each of these were used as input to the SSMA prediction
and alignment permutation method. The ‘Mean RMSD’ shows the mean RMSD
over all models, while the ‘Mean best’ and ‘Mean worst’ RMSDs refer to averages
calculated over only the best and worst models in each group.
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Figure 9: Distribution of percentage correct alignment scores for those alignments
selected as ‘best’ by the neural network from permutations of the original structural
alignments.

the table shows, the mean RMSD improved from 7.61A to 4.82A, an improvement
of approximately 37%. It is important to remember that the networks were trained
to recognize errors in alignment where the sequence identity was less than 35%,
so cannot be expected to perform well where the sequence identity is high. In the
CASP5 examples shown in the table, none of the sequence identities between target
and parent is > 43%.

DISCUSSION

Sequence-structure misalignments (SSMAs) are defined as regions in which the se-
quence alignment does not match the structural alignment. These are less extreme
examples of ‘misleading local sequence alignments’ (MLSAs) previously studied by
Saqi et al.[39]

The main source of error in comparative modelling is in obtaining the correct
alignment. Severe MLSAs are relatively rare, but because, by definition, the se-
quence alignment is so convincing, they are very difficult to identify when only the
sequence alignment is known. SSMAs, however are extremely common. Sequence
alignment generates an ‘optimum’ alignment based solely on a similarity matrix.
It fails to take into account factors that may be important once the protein folds
into three dimensions: secondary structures, charges, hydrophobicity and distance
constraints affecting insertions and deletions.

We studied the occurrence of SSMAs and went on to design neural networks able
to predict where they occur. Together with a method for permuting the alignments
within regions predicted to be SSMAs, these neural nets were applied to the problem
of identifying the most likely alignment and improving comparative modelling.

Examination of SSMAs in CATH domain sequence alignments showed that they
varied greatly in length, though smaller SSMAs were more frequent and the number
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of SSMAs per sequence alignment was generally small (one or two). There was a
strong correlation with secondary structure showing a strong preference to begin
and end in a coil or turn; a-helices are particularly dis-favoured. This bias towards
beginning and ending in certain types of secondary structure lead to the secondary
structure of the sequences being included in the input to neural networks designed
to predict the presence of SSMAs.

Initially we used neural networks to predict where a single sequence was likely
to be misaligned when aligned with a homologue of < 35% sequence identity. This
achieved a surprisingly high Matthews’ Correlation Coefficient of 0.798 indicating
that there are clearly intrinsic features within sequences which make them difficult
to align correctly.

Networks trained directly with two aligned sequences in an attempt to predict
misaligned regions performed poorly (data not shown), but by combining the per-
formance of the individual sequence predictions with an alignment we achieved an
MCC=0.648.

Permuted alternative alignments were created and tested with this network. The
alignment considered likely to have the fewest SSMAs was used to generate models
of proteins previously aligned and manually refined for submission to CASP5. The
models generated in this way showed a 37% improvement in the mean RMSD from
7.61A to 4.82A. However, there is still room for considerable improvement in gen-
erating alternative alignments. Depending on the size and number of the SSMAs,
several million permuted alignments can be generated and more ‘intelligent’ gen-
eration of permuted alignments (perhaps by exploiting sub-optimal alignments) is
needed.

In conclusion, we have demonstrated clear secondary structure preferences for
the start and end of SSMAs. We have created neural networks which have proved
very successful in identifying SSMAs in both single sequences and aligned protein
pairs. These have been applied to real comparative modelling problems from CASP5
and significantly improved the models compared with expert manual adjustment of
alignments.
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